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Preprocessing Reads Gene Annotation

SeqTrimNext Full-LengtherNext

Figure 1 Detailed data-flow diagram of the SeqTrim pipeline. It consists of four major steps (vector cleaning and removal of specialised
features, two quality trimming steps, and contamination removal) that can be executed in any order or skipped, and two ending steps (artefact
removal, and low complexity and repeat masking). The output is stored in a private area defined by an e-mail address, and can be looked up
asynchronously.

Falgueras et al. BMC Bioinformatics 2010, 11:38
http://www.biomedcentral.com/1471-2105/11/38
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SeqTrim: a high-throughput pipeline for
pre-processing any type of sequence read
Juan Falgueras1, Antonio J Lara2, Noé Fernández-Pozo3, Francisco R Cantón3, Guillermo Pérez-Trabado2,4,
M Gonzalo Claros2,3*

Abstract

Background: High-throughput automated sequencing has enabled an exponential growth rate of sequencing
data. This requires increasing sequence quality and reliability in order to avoid database contamination with
artefactual sequences. The arrival of pyrosequencing enhances this problem and necessitates customisable pre-
processing algorithms.

Results: SeqTrim has been implemented both as a Web and as a standalone command line application. Already-
published and newly-designed algorithms have been included to identify sequence inserts, to remove low quality,
vector, adaptor, low complexity and contaminant sequences, and to detect chimeric reads. The availability of
several input and output formats allows its inclusion in sequence processing workflows. Due to its specific
algorithms, SeqTrim outperforms other pre-processors implemented as Web services or standalone applications. It
performs equally well with sequences from EST libraries, SSH libraries, genomic DNA libraries and pyrosequencing
reads and does not lead to over-trimming.

Conclusions: SeqTrim is an efficient pipeline designed for pre-processing of any type of sequence read, including
next-generation sequencing. It is easily configurable and provides a friendly interface that allows users to know
what happened with sequences at every pre-processing stage, and to verify pre-processing of an individual
sequence if desired. The recommended pipeline reveals more information about each sequence than previously
described pre-processors and can discard more sequencing or experimental artefacts.

Background
Sequencing projects and Expressed Sequence Tags
(ESTs) are essential for gene discovery, mapping, func-
tional genomics and for future efforts in genome anno-
tations, which include identification of novel genes, gene
location, polymorphisms and even intron-exon bound-
aries. The availability of high-throughput automated
sequencing has enabled an exponential growth rate of
sequence data, although not always with the desired
quality. This exponential growth is enhanced by the so
called “next-generation sequencing”, and efforts have to
be made in order to increase the quality and reliability
of sequences incorporated into databases: up to 0.4% of
sequences in nucleotide databases contain contaminant
sequences [1,2]. The situation is even worse in the EST
databases, where vector contamination rate reach 1.63%

of sequences [3]. Hence, improved and user friendly
bioinformatic tools are required to produce more reli-
able high-throughput pre-processing methods.
Pre-processing includes filtering of low-quality

sequences, identification of specific features (such as
poly-A or poly-T tails, terminal transferase tails, and
adaptors), removal of contaminant sequences (from vec-
tor to any other artefacts) and trimming the undesired
segments. There are some bioinformatic tools that can
accomplish individual pre-processing aspects (e.g. Trim-
Seq, TrimEST, VectorStrip, VecScreen, ESTPrep [4],
crossmatch, Figaro [5]), and other programs that cope
with the complete pre-processing pipeline such as
PreGap4 [6] or the broadly used tools Lucy [7,8] and
SeqClean [9]. Most of these require installation, are dif-
ficult to configure, environment-specific, or focused on
specific needs (like a design only for ESTs), or require a
change in implementation and design of either the pro-
gram or the protocols within the laboratory itself.

* Correspondence: claros@uma.es
2Plataforma Andaluza de Bioinformática, Universidad de Málaga, 29071
Málaga, Spain
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A Web Tool to Discover Full-Length
Sequences: Full-Lengther
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Summary. Many Expressed Sequence Tags (EST) sequencing projects produce
thousands of sequences that must be cleaned and annotated. Here it is presented
Full-Lengther, an algorithm that can find out full-length cDNA sequences from EST
data. To accomplish this task, Full-Lenther is based on a BLAST report using a pro-
tein database such as UniProt. Blast alignments will guide to locate protein coding
regions, mainly the start codon. Full-Lengther contains an ORF prediction algo-
rithm for those cases that do not deploy any alignment in the BLAST output. The
algorithm is implemented as a web tool to simplify its use and portability. This can
be worldwide accessible via http://castanea.ac.uma.es/genuma/full-lengther/.

1 Introduction

New biological technology produces a large amount of sequences in form of
ESTs (Expressed Sequence Tags). These sequences have to be thoroughly an-
notated to uncover, for example, its funtion. Currently, the task of annotating
EST sequences does not keep pace with the rate at which they are gener-
ated [1] since:

1. EST sequence annotation is computationally intensive and often returns
no results;

2. EST data suffers from inconsistency problems (error rate, contaminant
sequences, low complexity regions, etc.);

3. gene identification programs perform inconsistently as they are sensitive
to errors.

Useful NGS reads
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Abstract

Background: High-throughput automated sequencing has enabled an exponential growth rate of sequencing
data. This requires increasing sequence quality and reliability in order to avoid database contamination with
artefactual sequences. The arrival of pyrosequencing enhances this problem and necessitates customisable pre-
processing algorithms.

Results: SeqTrim has been implemented both as a Web and as a standalone command line application. Already-
published and newly-designed algorithms have been included to identify sequence inserts, to remove low quality,
vector, adaptor, low complexity and contaminant sequences, and to detect chimeric reads. The availability of
several input and output formats allows its inclusion in sequence processing workflows. Due to its specific
algorithms, SeqTrim outperforms other pre-processors implemented as Web services or standalone applications. It
performs equally well with sequences from EST libraries, SSH libraries, genomic DNA libraries and pyrosequencing
reads and does not lead to over-trimming.

Conclusions: SeqTrim is an efficient pipeline designed for pre-processing of any type of sequence read, including
next-generation sequencing. It is easily configurable and provides a friendly interface that allows users to know
what happened with sequences at every pre-processing stage, and to verify pre-processing of an individual
sequence if desired. The recommended pipeline reveals more information about each sequence than previously
described pre-processors and can discard more sequencing or experimental artefacts.
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tional genomics and for future efforts in genome anno-
tations, which include identification of novel genes, gene
location, polymorphisms and even intron-exon bound-
aries. The availability of high-throughput automated
sequencing has enabled an exponential growth rate of
sequence data, although not always with the desired
quality. This exponential growth is enhanced by the so
called “next-generation sequencing”, and efforts have to
be made in order to increase the quality and reliability
of sequences incorporated into databases: up to 0.4% of
sequences in nucleotide databases contain contaminant
sequences [1,2]. The situation is even worse in the EST
databases, where vector contamination rate reach 1.63%

of sequences [3]. Hence, improved and user friendly
bioinformatic tools are required to produce more reli-
able high-throughput pre-processing methods.
Pre-processing includes filtering of low-quality
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adaptors), removal of contaminant sequences (from vec-
tor to any other artefacts) and trimming the undesired
segments. There are some bioinformatic tools that can
accomplish individual pre-processing aspects (e.g. Trim-
Seq, TrimEST, VectorStrip, VecScreen, ESTPrep [4],
crossmatch, Figaro [5]), and other programs that cope
with the complete pre-processing pipeline such as
PreGap4 [6] or the broadly used tools Lucy [7,8] and
SeqClean [9]. Most of these require installation, are dif-
ficult to configure, environment-specific, or focused on
specific needs (like a design only for ESTs), or require a
change in implementation and design of either the pro-
gram or the protocols within the laboratory itself.
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Summary. Many Expressed Sequence Tags (EST) sequencing projects produce
thousands of sequences that must be cleaned and annotated. Here it is presented
Full-Lengther, an algorithm that can find out full-length cDNA sequences from EST
data. To accomplish this task, Full-Lenther is based on a BLAST report using a pro-
tein database such as UniProt. Blast alignments will guide to locate protein coding
regions, mainly the start codon. Full-Lengther contains an ORF prediction algo-
rithm for those cases that do not deploy any alignment in the BLAST output. The
algorithm is implemented as a web tool to simplify its use and portability. This can
be worldwide accessible via http://castanea.ac.uma.es/genuma/full-lengther/.

1 Introduction

New biological technology produces a large amount of sequences in form of
ESTs (Expressed Sequence Tags). These sequences have to be thoroughly an-
notated to uncover, for example, its funtion. Currently, the task of annotating
EST sequences does not keep pace with the rate at which they are gener-
ated [1] since:

1. EST sequence annotation is computationally intensive and often returns
no results;

2. EST data suffers from inconsistency problems (error rate, contaminant
sequences, low complexity regions, etc.);

3. gene identification programs perform inconsistently as they are sensitive
to errors.

More than one 
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EuroPineDB: a high-coverage web database for
maritime pine transcriptome
Noé Fernández-Pozo1, Javier Canales1, Darío Guerrero-Fernández2, David P Villalobos1, Sara M Díaz-Moreno1,
Rocío Bautista2, Arantxa Flores-Monterroso1, M Ángeles Guevara3, Pedro Perdiguero4, Carmen Collada3,4,
M Teresa Cervera3,4, Álvaro Soto3,4, Ricardo Ordás5, Francisco R Cantón1, Concepción Avila1, Francisco M Cánovas1

and M Gonzalo Claros1,2*

Abstract

Background: Pinus pinaster is an economically and ecologically important species that is becoming a woody
gymnosperm model. Its enormous genome size makes whole-genome sequencing approaches are hard to apply.
Therefore, the expressed portion of the genome has to be characterised and the results and annotations have to
be stored in dedicated databases.

Description: EuroPineDB is the largest sequence collection available for a single pine species, Pinus pinaster
(maritime pine), since it comprises 951 641 raw sequence reads obtained from non-normalised cDNA libraries and
high-throughput sequencing from adult (xylem, phloem, roots, stem, needles, cones, strobili) and embryonic
(germinated embryos, buds, callus) maritime pine tissues. Using open-source tools, sequences were optimally pre-
processed, assembled, and extensively annotated (GO, EC and KEGG terms, descriptions, SNPs, SSRs, ORFs and
InterPro codes). As a result, a 10.5× P. pinaster genome was covered and assembled in 55 322 UniGenes. A total of
32 919 (59.5%) of P. pinaster UniGenes were annotated with at least one description, revealing at least 18 466
different genes. The complete database, which is designed to be scalable, maintainable, and expandable, is freely
available at: http://www.scbi.uma.es/pindb/. It can be retrieved by gene libraries, pine species, annotations,
UniGenes and microarrays (i.e., the sequences are distributed in two-colour microarrays; this is the only conifer
database that provides this information) and will be periodically updated. Small assemblies can be viewed using a
dedicated visualisation tool that connects them with SNPs. Any sequence or annotation set shown on-screen can
be downloaded. Retrieval mechanisms for sequences and gene annotations are provided.

Conclusions: The EuroPineDB with its integrated information can be used to reveal new knowledge, offers an
easy-to-use collection of information to directly support experimental work (including microarray hybridisation),
and provides deeper knowledge on the maritime pine transcriptome.

1 Background
Conifers (Coniferales), the most important group of
gymnosperms, represent 650 species, some of which are
the largest, tallest, and oldest non-clonal terrestrial
organisms on Earth. They are of immense ecological
importance, dominating many terrestrial landscapes and
representing the largest terrestrial carbon sink. Currently
present in a large number of ecosystems, they have
evolved very efficient physiological adaptation systems.

Given that trees are the great majority of conifers, they
provide a different perspective on plant genome biology
and evolution taking into account that conifers are sepa-
rated from angiosperms by more than 300 million years
of independent evolution. Studies on the conifer genome
are revealing unique information which cannot be
inferred from currently sequenced angiosperm genomes
(such as poplar, Eucaliptus, Arabidopsis or rice): around
30% of conifer genes have little or no sequence similar-
ity to plant genes of known function [1,2]. Unfortu-
nately, conifer genomics is hindered by the very large
genome (e.g. the pine genome is approximately 160
times larger than Arabidopsis and seven times larger

* Correspondence: claros@uma.es
1Departamento de Biología Molecular y Bioquímica, Facultad de Ciencias,
Campus de Teatinos s/n, Universidad de Málaga, 29071 Málaga, Spain
Full list of author information is available at the end of the article
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De novo assembly, characterization and functional
annotation of Senegalese sole (Solea senegalensis)
and common sole (Solea solea) transcriptomes:
integration in a database and design of a
microarray
Hicham Benzekri1,2, Paula Armesto3, Xavier Cousin4,5, Mireia Rovira6, Diego Crespo6, Manuel Alejandro Merlo7,
David Mazurais8, Rocío Bautista2, Darío Guerrero-Fernández2, Noe Fernandez-Pozo1, Marian Ponce3, Carlos Infante9,
Jose Luis Zambonino8, Sabine Nidelet10, Marta Gut11, Laureana Rebordinos7, Josep V Planas6, Marie-Laure Bégout4,
M Gonzalo Claros1,2 and Manuel Manchado3*

Abstract

Background: Senegalese sole (Solea senegalensis) and common sole (S. solea) are two economically and
evolutionary important flatfish species both in fisheries and aquaculture. Although some genomic resources and
tools were recently described in these species, further sequencing efforts are required to establish a complete
transcriptome, and to identify new molecular markers. Moreover, the comparative analysis of transcriptomes will be
useful to understand flatfish evolution.

Results: A comprehensive characterization of the transcriptome for each species was carried out using a large set
of Illumina data (more than 1,800 millions reads for each sole species) and 454 reads (more than 5 millions reads
only in S. senegalensis), providing coverages ranging from 1,384x to 2,543x. After a de novo assembly, 45,063 and
38,402 different transcripts were obtained, comprising 18,738 and 22,683 full-length cDNAs in S. senegalensis and S.
solea, respectively. A reference transcriptome with the longest unique transcripts and putative non-redundant new
transcripts was established for each species. A subset of 11,953 reference transcripts was qualified as highly reliable
orthologs (>97% identity) between both species. A small subset of putative species-specific, lineage-specific and
flatfish-specific transcripts were also identified. Furthermore, transcriptome data permitted the identification of single
nucleotide polymorphisms and simple-sequence repeats confirmed by FISH to be used in further genetic and expression
studies. Moreover, evidences on the retention of crystallins crybb1, crybb1-like and crybb3 in the two species of soles are
also presented. Transcriptome information was applied to the design of a microarray tool in S. senegalensis that was
successfully tested and validated by qPCR. Finally, transcriptomic data were hosted and structured at SoleaDB.

Conclusions: Transcriptomes and molecular markers identified in this study represent a valuable source for future
genomic studies in these economically important species. Orthology analysis provided new clues regarding sole
genome evolution indicating a divergent evolution of crystallins in flatfish. The design of a microarray and establishment
of a reference transcriptome will be useful for large-scale gene expression studies. Moreover, the integration of
transcriptomic data in the SoleaDB will facilitate the management of genomic information in these important species.

Keywords: Soles, Transcriptome, Microarray, Orthology, Molecular markers, SoleaDB
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Summary
Maritime pine (Pinus pinaster Ait.) is a widely distributed conifer species in Southwestern
Europe and one of the most advanced models for conifer research. In the current work,
comprehensive characterization of the maritime pine transcriptome was performed using a
combination of two different next-generation sequencing platforms, 454 and Illumina.
De novo assembly of the transcriptome provided a catalogue of 26 020 unique transcripts in
maritime pine trees and a collection of 9641 full-length cDNAs. Quality of the transcriptome
assembly was validated by RT-PCR amplification of selected transcripts for structural and
regulatory genes. Transcription factors and enzyme-encoding transcripts were annotated.
Furthermore, the available sequencing data permitted the identification of polymorphisms and
the establishment of robust single nucleotide polymorphism (SNP) and simple-sequence repeat
(SSR) databases for genotyping applications and integration of translational genomics in
maritime pine breeding programmes. All our data are freely available at SustainpineDB, the
P. pinaster expressional database. Results reported here on the maritime pine transcriptome
represent a valuable resource for future basic and applied studies on this ecological and
economically important pine species.

Introduction

Forests are essential components of the ecosystems covering
approximately one-third of the Earth’s land area and playing a
fundamental role in the regulation of terrestrial carbon sinks.
Trees represent nearly 80% of the plant biomass (Olson et al.,
1983) and 50%–60% of annual net primary production in
terrestrial ecosystems (Field et al., 1998).

Conifers are the most important group of gymnosperms.
Having diverged from a common ancestor more than 300
million years ago (Bowe et al., 2000), gymnosperms and
angiosperms have evolved very efficient and distinct physiolog-
ical adaptations (Leitch and Leitch, 2012). Coniferous forests
dominate large ecosystems in the Northern Hemisphere and
include a broad variety of woody plant species, some of which
are the largest, tallest and longest living organisms on Earth

(Farjon, 2010). Conifer trees are also of great economic
importance, as they are the primary source for timber and
paper production worldwide. Total timber production in the
European Union in 2011 was 427 million m3 (UNECE, 2013).
Approximately 22% was used to produce energy, while the
rest was used to supply industrial demands. A study of United
Nations Economic Commission for Europe/Food and Agriculture
Organization (UNECE/FAO) point out that the future needs in
forest biomass to meet the demands of industrial wood as an
energy source will exceed production by 2020. The develop-
ment of a more productive and sustainable forest plantation is
essential to meet the increasing demand of wood worldwide
together with minimizing environmental impacts (e.g. decreas-
ing pressure on natural forests).

The extant conifers comprise 615 species classified into eight
families within the division Pinophyta (Farjon, 2010). Some of the
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Abstract
Faba bean is an important food crop worldwide. However, progress in faba bean genomics
lags far behind that of model systems due to limited availability of genetic and genomic infor-
mation. Using the Illumina platform the faba bean transcriptome from leaves of two lines
(29H and Vf136) subjected to Ascochyta fabae infection have been characterized. De novo
transcriptome assembly provided a total of 39,185 different transcripts that were functionally
annotated, and among these, 13,266 were assigned to gene ontology against Arabidopsis.
Quality of the assembly was validated by RT-qPCR amplification of selected transcripts dif-
ferentially expressed. Comparison of faba bean transcripts with those of better-character-
ized plant genomes such as Arabidopsis thaliana,Medicago truncatula and Cicer arietinum
revealed a sequence similarity of 68.3%, 72.8% and 81.27%, respectively. Moreover,
39,060 single nucleotide polymorphism (SNP) and 3,669 InDels were identified for genotyp-
ing applications. Mapping of the sequence reads generated onto the assembled transcripts
showed that 393 and 457 transcripts were overexpressed in the resistant (29H) and suscep-
tible genotype (Vf136), respectively. Transcripts involved in plant-pathogen interactions
such as leucine rich proteins (LRR) or plant growth regulators involved in plant adaptation
to abiotic and biotic stresses were found to be differently expressed in the resistant line. The
results reported here represent the most comprehensive transcript database developed so
far in faba bean, providing valuable information that could be used to gain insight into the
pathways involved in the resistance mechanism against A. fabae and to identify potential
resistance genes to be further used in marker assisted selection.

Introduction
Faba bean (Vicia faba L.), one of the first domesticated plant species in Old World agriculture,
is an important food crop worldwide and a source of dietary protein in developing countries. It
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ReprOlive: a database with linked
data for the olive tree (Olea europaea
L.) reproductive transcriptome
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Plant reproductive transcriptomes have been analyzed in different species due to the
agronomical and biotechnological importance of plant reproduction. Here we presented
an olive tree reproductive transcriptome database with samples from pollen and pistil at
different developmental stages, and leaf and root as control vegetative tissues (http://
reprolive.eez.csic.es). It was developed from 2,077,309 raw reads to 1,549 Sanger
sequences. Using a pre-defined workflow based on open-source tools, sequences were
pre-processed, assembled, mapped, and annotated with expression data, descriptions,
GO terms, InterPro signatures, EC numbers, KEGG pathways, ORFs, and SSRs.
Tentative transcripts (TTs) were also annotated with the corresponding orthologs in
Arabidopsis thaliana from TAIR and RefSeq databases to enable Linked Data integration.
It results in a reproductive transcriptome comprising 72,846 contigs with average length
of 686 bp, of which 63,965 (87.8%) included at least one functional annotation, and
55,356 (75.9%) had an ortholog. A minimum of 23,568 different TTs was identified and
5,835 of them contain a complete ORF. The representative reproductive transcriptome
can be reduced to 28,972 TTs for further gene expression studies. Partial transcriptomes
from pollen, pistil, and vegetative tissues as control were also constructed. ReprOlive
provides free access and download capability to these results. Retrieval mechanisms for
sequences and transcript annotations are provided. Graphical localization of annotated
enzymes into KEGG pathways is also possible. Finally, ReprOlive has included a
semantic conceptualisation by means of a Resource Description Framework (RDF)
allowing a Linked Data search for extracting the most updated information related to
enzymes, interactions, allergens, structures, and reactive oxygen species.

Keywords: olive, transcriptome, reproduction, database, pollen, pistil, annotation

Introduction

Research in plant reproduction is accelerating rapidly as a direct consequence of the technological
progresses (Dickinson and Franklin-Tong, 2011). Differential screening was initially used to
identify abundant or specific transcripts of very specialized cells (Engel et al., 2003) and have been
progressively replaced by the use of commercial microarrays and RNA-sequencing platforms. The
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Abstract: The use of workflows to automate routine tasks is an absolute 
requirement in many bioinformatics fields. Current workflow manager systems 
usually compromise between providing a user-friendly interface and constructing 
complex, scalable pipelines. We present AutoFlow, a Ruby-based workflow engine 
devoid of graphic interface and tool repository, that is useful in most computer 
systems and most workflow requirements in any scientific field. It accepts any local 
or remote command-line software and converts one workflow into a series of 
independent tasks. It has been supplied with control patterns that allow for iterative 
task capability, supporting static and dynamic variables for decision-making or 
chaining workflows, as well as debugging utilities that include graphs, file 
searching, functional consistency and timing. Two proof-of-concept cases are presented to illustrate 
AutoFlow capabilities, and a case-of-use illustrates the automated construction of the best transcriptome 
for a non-model species (Vicia faba) after analysis of several combinations of Illumina reads and Sanger 
sequences with different assemblers and different parameters in a complex and repetitive workflow 
where branching and convergent tasks were used and internal, automated decisions were taken. The 
workflow finally produced an optimal transcriptome of 118,188 transcripts, of which 38,004 were 
annotated, 10,516 coded for a complete protein, 3,314 were putatively new faba-specific transcripts, and 
23,727 were considered the representative transcriptome of V. faba. 
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INTRODUCTION 

 The high-throughput technologies produce a large 
amount of data that require the combination of multiple 
bioinformatic tools to process data, validate results and 
provide scientific insights. For example, de novo 
transcriptome sequencing generates large files of reads that 
must be pre-processed, assembled, verified, and then 
annotated using multiple software tools and data sources 
where varying parameters provide different results that 
require further reconciliation or selection [1, 2]. Since 
different input data will require different software or 
parameters to provide the best result (i.e., assembly), this can 
become a long and cumbersome task. The development of 
sophisticated workflows, where the output of a tool is used 
as input for other tool(s) can save researchers time and effort 

*Address correspondence to this author at the Departamento de Biología
Molecular y Bioquímica, Facultad de Ciencias, Universidad de Málaga, E-
29071, Malaga, Spain; Tel: +34 95 213 72 84; Fax: +34 95 213 20 41;  
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[3]. Workflows provide advantages related to effectiveness (by 
automation of repetitive tasks), reproducibility (analyses can be 
repeated over time), traceability (by storing intermediate 
results) and reusability (of complete workflows or of 
intermediate results). Many workflow manager systems can 
build and execute workflows (reviewed by [3-5]), with Taverna 
[6] and Galaxy [7] being the most popular and accepted. 
 Installation of workflow manager systems usually 
includes a large library or repository of tools and ready-made 
scripts for data processing. Ontology-guided exploitation of 
local tools, remote web services and computer grids by 
means of graphical, user-oriented interfaces aims to simplify 
the design of customised workflows. In return, interface 
usability limits flexibility and sometimes precludes the 
design of workflows with new software not included in 
repositories, or the use of data from non-model organisms, or 
even the use of large datasets, as occurs in high-throughput 
sequencing [8]. In spite of graphical front-ends, workflow 
managers still require knowledge of tools, data formats and 
programming skills, especially in complex computational 
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